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Task Description - Prerequisite

e Those are methodologies which you should be familiar with first

©)

©)
(@)
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Attack objective: Non-targeted attack

Attack constraint: L-infinity norm and Parameter €

Attack algorithm: FGSM/I-FGSM

Attack schema: Black box attack (perform attack on proxy network)
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Task Description - Black-box attack

If you have the training data of the target network
Train a proxy network yourself
Using the proxy network to generate attacked objects

Attacked

TA’S
black-box
model

CiIFAR 10

Slide from ML20271 attack



https://speech.ee.ntu.edu.tw/~hylee/ml/ml2021-course-data/attack_v3.pdf

Task Description - TODO

1. Choose any proxy network to attack the black box model from TA
2. Implement non-targeted adversarial attack method

a. FGSM
b. [|-FGSM
c. MI-FGSM

3. Increase attack transferability by Diverse input (DIM)
4. Attack more than one proxy model - Ensemble attack




FGSM

e Fast Gradient Sign Method (FGSM)
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|-FGSM

e Iterative Fast Gradient Sign Method (I-FGSM)
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for t =1 to num_iter: step size
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you can define num_iter & step size by your own




(Hint) MI-FGSM

[paper] Boosting Adversarial Attacks with Momentum
Use momentum to stabilize update directions and escape from poor local maxima

for t =1 to num_iter:
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https://arxiv.org/pdf/1710.06081.pdf

Overfitting happens in adversarial attack too ...

e |FGSM greedily perturb the images in the direction of the sign of the loss
gradient easily fall into the poor local maxima and overfit to the specific

network parameters
e These overfitted adversarial examples rarely transfer to black-box models

How to prevent overfitting on proxy models, increasing the
transferability of black-box attack?

Data augmentation!



(Hint) Diverse Input (DIM)

[paper] Improving Transferability of Adversarial Examples with Input Diversity
1. Random resizing (resizes the input images to a random size)
2. Random padding (pads zeros around the input images in a random manner)
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https://arxiv.org/pdf/1803.06978.pdf

(Hint) Ensemble Attack

Choose a list of proxy models

Choose an attack algorithm (FGSM, I-FGSM, and so on)

Attack multiple proxy models at the same time

[paper A] Ensemble adversarial attack:

Delving into Transferable Adversarial Examples and Black-box Attacks

e [paper B] How to choose suitable proxy models for black-box attack:
Query-Free Adversarial Transfer via Undertrained Surrogates



https://arxiv.org/abs/1611.02770
https://arxiv.org/abs/2007.00806

Evaluation Metrics

e Parameter € is fixed as 8
e Distance measurement: L-inf. norm
e Model Accuracy is the only evaluation metrics
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Data Format

e Download link: link
e |mages:
o CIFAR-10 images
o (32 * 32 RGB images) * 200
m airplane/airplanel.png, ..., airplane/airplane20.png
|
m truck/truckl.png, ..., truck/truck20.png
o 10 classes (airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck)
o 20 images for each class


https://github.com/DanielLin94144/ML-attack-dataset/releases/download/v1.0.0/data.zip
https://www.cs.toronto.edu/~kriz/cifar.html

Pre-trained model

e In this homework, we can perform attack on pretrained models
e Pytorchcv provides multiple models pretrained on CIFAR-10
e A modellistis provided here



https://pypi.org/project/pytorchcv/
https://github.com/osmr/imgclsmob/blob/master/pytorch/pytorchcv/model_provider.py

TA's model

e We will use defense method, may include:
1. Ensemble vanilla models
2. Some passive defenses

e Simply guess the exact models that TA used won’t give better attack
results



NOTE:

Gradin _ Baseline Guide e All the baselines need below 20 mins

g 1/3 runtime on colab.

e You can pass all the baselines by simply
choosing proxy models from Pytorchcv, so
choosing the right models is important.

e Simple baseline (acc <=0.70) e We encourage you to try other proxy

o Hints: EGSM models, but no performance guarantee.

e Medium baseline (acc <= 0.50)
o Hints: Ensemble Attack + random few model + IFGSM
e Strong baseline (acc <= 0.30)
o Hints:
(1) Ensemble Attack + paper B (pick right models) + IFGSM /
(2) Ensemble Attack + many models + MIFGSM
e Boss baseline (acc <=0.15)
o Hints: Ensemble Attack + paper B (pick right models) + DIM-MIFGSM


https://arxiv.org/abs/2007.00806
https://arxiv.org/abs/2007.00806

Grading - Baselines .

e Simple baseline (public) +0.5 pt
e Simple baseline (private) +0.5 pt
e Medium baseline (public) +0.5 pt
e Medium baseline (private) +0.5 pt
e Strong baseline (public) +0.5 pt
e Strong baseline (private) +0.5 pt
e Boss baseline (public) +0.5 pt
e Boss baseline (private) +0.5 pt
e Report +4 pts

e Code submission +2 pts

Total: 10 pts



Grading -- Bonus

If your ranking in private set is top 3, you can choose to share a report to
NTU COOL and get extra 0.5 pts.

About the report

Your name and student_ID

Methods you used in code

Reference

in 200 words

Deadline is same as code submission

Please upload to NTU COOL's discussion of HW10

Report template



https://docs.google.com/document/d/159CaM4G_jHu-vuYSjPZcyCSJpXkg3yOuRXA6PzcJeEk/edit

Report questions (4%)

Part 1: Attack
o [Zh] BEBIR&XIFHIBEERIER, BB IRE WM E 4 transferable noises, Judge
Boi_EAccuracy&%|% 4> (1pt)
e [En] Depending on your best experimental results, briefly explain how you

generate the transferable noises, and the resulting accuracy on the Judge
Boi. (1pt)



Part 2: Defense
[Zh] Esource model&Aresnet110_cifar10(from Pytorchcv), {# &R ingIfgsm
WEEdog2.pngtiE .
1. FBREIEBEZTERIRIClass EFRIRRIIE ? (1pt)
FEEE - BB class?
RAEEE BIAREE
2. B{Ejpeg compression (compression rate=70%) aiEEEE Fr, R
prediction class 2R ? B 5E —EEZ (1pt)
3. Jpeg compression&{tEErl LIiKiEadversarial attack, iERE M IF S IEER 2
(1pt)
a. Bl R R R Y b. B A BRiER IR R
c. B FEMEZEB R ME TR d. B A ERER#ARME X



https://imgaug.readthedocs.io/en/latest/source/api_augmenters_arithmetic.html#imgaug.augmenters.arithmetic.JpegCompression

Part 2: Defense

[En] When the source model is resnet110_cifar10 (from Pytorchcv), adopt the

vanilla fgsm attack on image “dog/dog2.png” in data.zip.

1. Is the predicted class wrong after fgsm attack? If so, change to which class? If
not, simply answer no. (1pt)

2. Implement the pre-processing method jpeg compression (compression
rate=70%). Is the predicted class wrong after defense? Answer the question as
the same manner as the first question. (1pt)

3. Why jpeg compression method can defend the adversarial attack, improving
the model accuracy? (1pt)

a. jpegcompression makes images more colorful
b. jpegcompression reduces the noise level
C. jpegcompression degrades the image qualities
d. jpeg compression enlarges the noise level



https://imgaug.readthedocs.io/en/latest/source/api_augmenters_arithmetic.html#imgaug.augmenters.arithmetic.JpegCompression

Example

adversarial image JPEG defense
class: ? probability: ? class: ? probability: ?

benign: dog2.png
dog: 99.64%




Link

Colab
e JudgeBoi
e Report (On Gradescope)



https://colab.research.google.com/drive/1BcYS4bAInDCTo4Ilsc6w4o_SEoFTuHSO?usp=sharing
https://ml.ee.ntu.edu.tw/hw10/
https://www.gradescope.com/courses/364364

Submission - Deadlines .

e JudgeBoi, Report (GradeScope), Code Submission (NTU COOL)
2022 5/27 23:59 (UTC+8)

No late submission!
Submit early!



Submission - JudgeBoi General Rules

5 submission quota per day, reset at midnight.
o Users not in the whitelist will have no quota.

The countdown timer on the homepage is for reference only.
We do limit the number of connections and request rate for each IP.
o If you cannot access the website temporarily, please wait a moment.

The system can be very busy as the deadline approaches
o If this prevents uploads, we do not offer additional opportunities for remediation

Please do not attempt to attack JudgeBoi.
Every Friday from 6:00 to 9:00 is our system maintenance time.

For any JudgeBoi issues, please post on NTUCOOL discussion
o Discussion Link: https://cool.ntu.edu.tw/courses/11666/discussion topics/91777



https://cool.ntu.edu.tw/courses/11666/discussion_topics/91777

Submission - JudgeBoi HW10-Specific Rules (1/2)

Parameter ¢ is fixed as 8, any submissions exceeding this constraint
will cause a submission error
The compressing code is provided in the sample code

To create such a compressed file by yourself, follow the following steps
o Generate 200 adversarial images
Name each image <class><id>.png
Put each image in corresponding <class> directory
Use tar to compress the <class> directories with .tgz as extension
Steps:
m cd <output directory> (cd fgsm)
m tar zcvf <compressed file> <the <class> directories> (tar zcvf ../fgsm.tgz *)

O O O O



Submission - JudgeBoi HW10-Specific Rules (2/2)

e Only *.tgz file is allowed, file size should be smaller than 2MB.

e JudgeBoi should complete the evaluation within one minute.
o You do not need to wait for the progress bar to finish



Submission - NTU COOL ;.

e NTUCOOL

o Compress your code into
<student ID>_hwX.zip
*e.g. b06901020 hw10.zip

* X is the homework number

We can only see your last submission.
Do not submit your model or dataset.
o If your code is not reasonable, your semester grade x 0.9.



Regulations .-

You should NOT plagiarize, if you use any other resource, you should cite
it in the reference. (*)

You should NOT modify your prediction files manually.

Do NOT share codes or prediction files with any living creatures.

Do NOT use any approaches to submit your results more than 5 times a day.
Do NOT search or use additional data.

You are allowed to use pre-trained models on any image datasets.

Your final grade x 0.9 if you violate any of the above rules.

Prof. Lee & TAs preserve the rights to change the rules & grades.

( * ) Academic Ethics Guidelines for Researchers by the
Ministry of Science and Technology



https://www.most.gov.tw/most/attachments/9149925d-ec63-40b0-8ec8-c583008a43c1?
https://www.most.gov.tw/most/attachments/9149925d-ec63-40b0-8ec8-c583008a43c1?

Requlations .-

e Do NOT share your ensemble model lists or attack algorithms with
your classmates.
e TAs will check the adversarial images you generate.

( * ) Academic Ethics Guidelines for Researchers by the
Ministry of Science and Technology



https://www.most.gov.tw/most/attachments/9149925d-ec63-40b0-8ec8-c583008a43c1?
https://www.most.gov.tw/most/attachments/9149925d-ec63-40b0-8ec8-c583008a43c1?

If any questions, you can ask us via...

e NTU COOL (recommended)

o https://cool.ntu.edu.tw/courses/11666
e Email

o mlta-2022-spring@googlegroups.com
o The title should begin with “[hw10]”

e TA hour

o Mandairn: Tuesday, 20:00~21:00
o English: Friday, 22:00 ~ 23:00



